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Abstract
Introduction
There is currently a lack of easy-to-use and effective robotic devices for upper-limb rehabilitation after stroke. Importantly, most current systems lack the provision of somatosensory information that is congruent with the virtual training task. This paper introduces a novel haptic robotic system designed for upper-limb rehabilitation, focusing on enhancing sensorimotor rehabilitation through comprehensive haptic rendering.

Methods
We developed a novel haptic rehabilitation device with a unique combination of degrees of freedom that allows the virtual training of functional reach and grasp tasks, where we use a physics engine-based haptic rendering method to render whole-hand interactions between the patients’ hands and virtual tangible objects. To evaluate the feasibility of our system, we performed a clinical mixed-method usability study with seven patients and seven therapists working in neurorehabilitation. We employed standardized questionnaires to gather quantitative data and performed semi-structured interviews with all participants to gain qualitative insights into the perceived usability and usefulness of our technological solution.

Results
The device demonstrated ease of use and adaptability to various hand sizes without extensive setup. Therapists and patients reported high satisfaction levels, with the system facilitating engaging and meaningful rehabilitation exercises. Participants provided notably positive feedback, particularly emphasizing the system’s available degrees of freedom and its haptic rendering capabilities. Therapists expressed confidence in the transferability of sensorimotor skills learned with our system to activities of daily living, although further investigation is needed to confirm this.

Conclusion
The novel haptic robotic system effectively supports upper-limb rehabilitation post-stroke, offering high-fidelity haptic feedback and engaging training tasks. Its clinical usability, combined with positive feedback from both therapists and patients, underscores its potential to enhance robotic neurorehabilitation.

Supplementary Information
 The online version contains supplementary material available at
https://​doi.​org/​10.​1186/​s12984-024-01439-1
.
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Introduction
Stroke is a major contributor to long-term disability and mortality worldwide, with over twelve million incidents annually [1]. Amongst the consequences of surviving a stroke, the loss of upper-limb functions such as reaching, grasping, and fine object manipulation—critical to carrying out activities of daily living (ADL)—are particularly prevalent, affecting around 55% - 85% of stroke survivors [2–7]. To promote recovery, patients should actively engage [8] in highly intense [8–11] task-specific exercises [10], which require one-to-one constant involvement of clinical personnel. This leads to a heavy burden on society and healthcare institutions. The expected increase in stroke incidents due to an aging society [12, 13] and the foreseen global health staff shortage [14] calls for a profound transformation in current clinical practice towards more sustainable, accessible, efficient, and effective stroke rehabilitation.
Robotic devices have become increasingly popular in neurorehabilitation research as they hold the potential to support therapists in providing highly intense, effective, and motivating rehabilitation training with minimal physical effort from the therapists [15–17]. To enable the use of robotic devices to their full potential, they are often combined with gamified virtual training tasks [18], which have been reported to enhance patient enjoyment [19]. Moreover, the provision of real-time performance feedback allows therapists to adapt the training to the patient’s individual needs [20]. When compared to dose-matched conventional therapy, some studies point to improved outcomes with robotic interventions [17, 21, 22], while a large body of research indicates that robotic therapy is currently non-inferior to conventional interventions [15, 23–26].
Vast efforts are currently put into further enhancing the benefits of rehabilitation robotics. An emerging line of research is to not only focus on motor functions but also provide meaningful somatosensory information during robot-assisted training [16, 27–30]. This information, acquired through our skin and muscle mechanoreceptors during physical interactions with tangible (real-life or virtual) objects, is crucial for successful movement execution, as highlighted by a myriad of studies. For example, Pettypiece et al. reported that even in a predominantly visual task, somatosensory information greatly influences motor performance [31], and Scott et al. found that the sensorimotor system can be described as an optimal feedback controller where the state estimation depends on the availability of sensory information [32]. The importance of somatosensory information is also exemplified by the syndromes of clinical conditions such as tactile apraxia [33] or sensory ataxia [34]. Although some stroke survivors with somatosensory impairments (observed in more than half of stroke survivors [35]) succeed in relearning fine object manipulation to a certain degree—e.g., by compensating with vision [36]—somatosensory impairments such as limited tactile sensibility are still a considerable cause of inconvenience in daily living for affected patients [37–39]. Indeed, it has been suggested that the recovery of somatosensory impairments might even be imperative for the full recovery of a paretic upper limb [40].
Therefore, it is recommended that meaningful sensory information should be incorporated in robotic training, for example, by physically representing the interaction forces with tangible objects from virtual environments—a process known as haptic rendering [16, 28, 41, 42]. A few robotic devices have been developed for haptic rendering in upper-limb neurorehabilitation. They are engineered to accurately generate forces from virtual training tasks and provide low resistance to self-initiated movements in the absence of such forces. This can be achieved through mechanical characteristics such as low inertia, high backdrivability, low backlash, and/or appropriate control methods. Their mechanical structure can vary, influencing their application in haptic rendering and clinical practicability [16].
Within grounded arm exoskeletons, i.e., those solutions where the robot joints are coincident with the anatomical arm and shoulder joints, we can find solutions that promote haptic rendering during the haptic manipulation of virtual objects, e.g., ALEx-RS [43], ARMin [44], and ANYexo [45, 46]. However, while grounded exoskeletons generally provide high levels of support and can control individual joints of the patients, they come at the cost of high complexity and rather complicated setup due to the necessary joint alignments. In contrast, grounded end-effector devices only interact at an end-point of the patient, e.g., hand or wrist. They tend to offer more flexibility and easier setup together with inherently low mechanical inertia as they usually incorporate the actuators in the base. Popular designs include planar five-bar manipulanda with parallel kinematics—e.g., MIT-Manus [47], InMotion® ARM/HAND [48], WristBot [49] or the device of Qian et al. [50]—, devices with a combination of two linear axes to achieve planar movements—e.g., H-Man [51] and ArmMotus M2 Pro [52]—, and serial kinematic designs that offer arm movements in three-dimensional space—e.g., Burt® [53] and ArmMotus™ EMU [54].
Such devices that predominantly target the proximal joints often either use a simple cylindrical handle or lack hand-related interfaces to interact with virtual objects. Yet, when grasping and manipulating objects, the distal body parts, such as the wrist and hand, also play a crucial role in gathering somatosensory information. Thus efforts have been made in developing devices that provide haptic rendering at more distal joints [55], such as grounded devices—e.g., HEXORR-II [56], ReHapticKnob [57], HandyBot [58], FINGER [59], the portable hand trainer from Van Damme et al. [60, 61], or the OpenWrist [62]—and more wearable devices like gloves or hand and wrist exoskeletons—e.g., [63–65]. The latter usually only generate forces within the (distal) attachment points. Thus, their application for haptic rendering can be limited due to the lack of force generation on proximal joints.
When reviewing the literature, we found a relatively limited number of robotic solutions that provide haptic rendering in both arm and hand. This is a limitation since functional reach and grasp movements are typically composed of coordinated movements of proximal and distal joints [66–68]. We only found a few examples in literature that allow virtual training of reaching and grasping while also providing haptic rendering that targets hand functions. For example, Buongionrno et al. combined the ALEx arm exoskeleton [69] with wrist and hand exoskeletons, resulting in a 12 DoF device, and presented haptic rendering of a virtual stick in a box, although reaching out and grasping the stick was not reported [70]. A reach and grasp task with haptic cues was presented by Loureiro et al. with the nine DoF Gentle/G system [71]. In the reachMAN2, three DoF were combined to train simple reach and grasp movements [72]. Finally, the CyberTeam® system consists of a five DoF glove and a six DoF robotic base [73]. However, these devices still tend to be highly complex and/or bulky, hampering their potential clinical applicability. To our best knowledge, only the Gentle/G has been tested with patients [74].
Moreover, the vast majority of haptic devices in neurorehabilitation follow classical haptic rendering approaches, where either virtual walls [75] or one or multiple predetermined interaction points in the form of spherical colliders (i.e., virtual representation to compute collisions) are used to compute interaction forces [43, 46]. These methods can only simulate interactions at predetermined locations on objects and thus fail to represent arbitrary hand-object interactions. This might result in visuo-haptic incongruencies during virtual haptic reach and grasp exercises, which might lead to hindered motor performance [76], and increased cognitive load [77, 78]. Importantly, more realistic whole-hand interactions, where the haptic rendering reflects the entire visual hand representation, may lead to more natural interactions with virtual objects [79], enhancing the ecological validity of the training and potentially facilitating the transfer of the acquired skills to ADL [80].
Hence, we have identified a clear need for a device for the training of coordinated proximal and distal movements alongside high-fidelity whole-hand haptic rendering that provides meaningful haptic information during reaching and grasping. Importantly, the device should be simple to use yet sophisticated enough to accomplish the aforementioned requirements. To maximize clinical usefulness and acceptance, the involvement of different stakeholders (e.g., therapists, patients, engineers and physicians) is essential for the development of rehabilitation devices [81–83]. We thus followed a clinical-driven and human-centered approach with four phases: i) Understand the context of use; ii) Specify the clinical-driven requirements; iii) Develop the solution; and iv) Evaluate against requirements. Results from the steps i) and ii) were reported in [55, 84], and intermediate development steps from iii) in [55, 85, 86]. Here, we present the final robotic system and the final clinical usability evaluation with therapists and stroke patients. We followed a mixed-method approach for the usability evaluations. We combined quantitative methods, i.e., standardized questionnaires with scales and performance-related measures, with qualitative methods, i.e., semi-structured interviews that balance structured queries and personalized dialogues, to obtain a holistic assessment [83, 87].
The rest of the paper is structured as follows: First, we present the development of the novel haptic upper-limb rehabilitation system, addressing the limitations of current robotic rehabilitation devices. This also includes a whole-hand haptic rendering approach, two virtual rehabilitation exercises, as well as a graphical user interface (GUI) for therapists. Then, we present the experimental procedure and the results of a mixed-method clinical usability study with 14 participants (seven therapists and seven sub-acute stroke patients) and discuss our findings.

Methods
Clinical-driven requirements
To understand the context of use and to establish the requirements following a human-centered approach, we first spent several days in the Department of Neurology, University Hospital Bern, Switzerland, shadowing clinicians and therapists. We closely followed them during their daily work, taking field notes and asking questions, allowing us to obtain an in-depth understanding of their working environment, procedures, involved people, and interactions [88]. We also performed literature research on previous device developments and studies reporting device requirements studies, e.g., [89–92].
To narrow down the list of requirements, we carried out a 35-question online survey with 33 neurorehabilitation experts (four physicians, one nurse, two speech therapists, one neuropsychologist, six occupational therapists, and 19 physiotherapists, with two thirds of the participants having five or more years of experience) from the University Hospital Bern and Reha Rheinfelden, Switzerland. The detailed results of this survey were reported in [84].
The resulting initial principal system requirements were:	Collective movement of the index to little finger with a large functional range of motion (RoM) that allows grasp training as well as the training of active finger extension (i.e., full extension required).

	Independent thumb movement, including thumb opposition allowing different grasps such as medium wrap (i.e., cylindrical grasp with contribution of palm), precision disk (i.e., fingertip prehension) and lateral pinch [93, 94].

	Whole-arm movements with a sufficient RoM to perform reach and grasp movements.

	Fast setup (below 5 min), even for patients who cannot fully extend their fingers due to spasticity or hypertonicity.

	Suitable for a wide variety of hand sizes while avoiding many or complicated adjustments.

	Rehabilitation games to train reaching and grasping movements with high-fidelity haptic rendering to provide meaningful sensory information.

	The games’ difficulty must be adjustable to individual patients’ abilities.

	Patient’s movements can be assisted by manually adjustable robotic forces/torques.

	Graphical therapist interface to control the robot and games, e.g., start, stop, and perform adjustments.



Once we started the prototyping phase, we continued seeking feedback on intermediate prototypes from therapists at the University Hospital Bern, Switzerland, in co-creation sessions. In the early stages of the development, we facilitated the conversations by using various 3D-printed prototypes as well as an Omega.3 device (Force Dimension, Switzerland) for the exercises and haptic rendering development.

Haptic device development
Driven by the established requirements, we designed a novel six-DoF rehabilitation haptic device that consists of a custom-made hand module with three DoF, which allows grasping training, mounted on a delta robotic base (Lambda.3, Force Dimension, Switzerland) with three translational DoF to train reaching movements (Fig. 1). Following, we describe the developments of our modular device that allows: (i) collective finger flexion/extension (Fig. 2), (ii) thumb movements (Fig. 3), and (iii) hand translations.[image: ]
Fig. 1The Lambda.3+ haptic device consists of a delta robot (Lambda.3) and a custom hand module with hand-size-specific exchangeable handles. The user is ready to grasp a virtual object with extended fingers and abducted thumb

[image: ]
Fig. 2Collective finger flexion and extension movements

[image: ]
Fig. 3Thumb circumduction movements, enabled by the remote center of motion mechanism


Hand module: collective finger flexion/extension
The design and performance evaluation of the Palmar RehabilitatIon DEvice (PRIDE) for collective finger (i.e., index finger to little finger) flexion/extension movements is described in detail in [55]. We provide here a summary for completeness.
To meet our objective of a short setup, we aimed to minimize the number of adjustable parts. This was also highly encouraged by the therapists in the co-creation sessions. It also became apparent that the hand module should be compact and cylindrically shaped during setup to enable patients with limited finger mobility to slide their hands onto it with flexed fingers. Therefore, a RoM ranging from fully extended fingers to flexed fingers for the setup was required. In consultation with the therapists, we found a finger flexion of 165[image: $$^\circ$$] (180[image: $$^\circ$$] for an earlier version of PRIDE), measured as the orientation of the distal segment of the finger with respect to the metacarpal bones, to be adequate. To achieve this, we first categorized the hand sizes given in anthropometric databases [95–98] into four distinct sizes, which we called S, SM, ML, and L (from small to large). The S corresponds to the 5th percentile of women’s and L to the 95th percentile of men’s hand sizes. The intermediate sizes were equally spaced between the smallest and largest sizes. Following, we engineered a mechanism where we used a combination of linkages, pulleys and cables, as well as exchangeable handles (i.e., the part that supports the palm of the hand) to position differently-sized hands. The mechanical design parameters were synthesized an optimization approach.
The resulting design with minimal mechanical backlash and high transparency—characteristics that are advantageous for haptic rendering—is depicted by the CAD renderings in Fig. 4. To swap the four size-specific handles, they can easily be unlocked and locked with a quick-release lever on the back of the hand module (see Fig. 4). The hand is attached to the handle using two straps: One at the wrist and one over the metacarpal bones. The fingertips are kept in contact with the fingertip support through a custom-made padded fixation on the dorsal side that comfortably presses the fingers against it (Figs. 4 and 5). The fingertip fixation features a ratchet mechanism and can be released by a lever as well. Note that the fingertip support, as well as the handle, are tilted in the coronal plane by 25[image: $$^\circ$$] as this results in natural cylindrical grasp [99]. The hand module is mostly 3D printed from polylactic acid (PLA) and reinforced with metal parts as needed. The mechanism is actuated through a Capstan drive by an electric motor with an integrated encoder (RE30 with MR Encoder, 1000 PPR, Maxon Motor AG, Switzerland).[image: ]
Fig. 4CAD model of the device. Top left: The two main parts are the robotic delta base for translational movements and a custom-made hand module for grasping. Top right: Hand module with exchangeable handle that enables collective finger flexion/extension, thumb circumduction, and thumb flexion/extension. Bottom left: Finger flexion/extension mechanism and inclined handle. Bottom center: Thumb circumduction mechanism. Bottom right: Thumb flexion/extension mechanism



Hand module: thumb circumduction and flexion/extension
In the co-creation sessions with the therapists, we found that the majority of thumb movements required for the most relevant grasps seem to be achievable by a combination of thumb circumduction and flexion/extension. Despite the complexity of the thumb kinematics [100–102]), the thumb tip can be considered to move on the surface of a cone that originates in the carpometacarpal (CMC) joint during circumduction [103]. We also assumed that only a relatively small flexion/extension RoM is required for the majority of grasps and thus further simplified the thumb movements by approximating the thumb tip path during flexion/extension as a circular arc segment. Initially designed for a RoM of 0°–50°, we limited the RoM further to 30°–50° in software.
Based on this knowledge and assumptions, we developed a two-DoF mechanism to extend the aforementioned PRIDE hand module. We presented the development in detail in [85]. Here, we again only provide a summary for completeness. The movements of the thumb tip support are achieved through a serial kinematic chain. The first revolute joint is realized as a parallelogram-based remote center of motion (RCM) mechanism to avoid collisions with the user’s hand (Fig. 4, bottom center). The axis of rotation of this RCM lies in the coronal plane and goes through the CMC joint with a negative inclination of 20° with respect to the longitudinal axis of the hand. The second revolute joint is located in proximity to the thumb’s MCP joint and enables thumb flexion/extension. To eliminate the need for further adjustments, the exchangeable handles of PRIDE were redesigned such that the vertical (i.e., in radial direction) position of the thumb tip aligns across all hand sizes. To do so, we assumed that the hand breadth scales proportionally to the hand length and added a corresponding offset for the vertical hand position. The design parameters of the thumb mechanism were again synthesized using an optimization approach.
The final thumb mechanism is depicted in Fig. 3, showcasing the circumduction RoM. The mechanism also mostly consists of PLA parts with a few metal parts (e.g., stainless steel axles). The RCM circumduction is actuated through a capstan drive by an electric motor with an integrated encoder (DCX22S with Enc EASY 16, 1000 PPR, Maxon Motor AG, Switzerland). To avoid a high continuous motor load, the RCM mechanism is fitted with a spring that compensates the weight of the moving parts. A geared RC servo (D625MW, Hitec RCD, USA) with an encoder (AMT10E, 5120 PPR, CUI Devices, USA) was used for flexion/extension. The thumb tip is fixated to the thumb tip support with a hook and loop strap (Fig. 5).[image: ]
Fig. 5Setup sequence: (1) The handle must be unlocked by pulling the lever on the back (here left side) of the hand module. (2) The handle is being removed by vertically sliding it off the hand module. (3) Once the new handle is installed, the patient’s hand can be slid onto the device without the need for finger extension. (4) The wrist, thumb and metacarpals straps are tightened with hook and loop attachments. (5) The fingertip support is tightened by sliding it towards the fingers and held in place through a ratchet mechanism



Delta robot (Lambda.3): hand translation
To enable reaching movements, we installed the hand module on a vertically oriented Lambda.3 device (Force Dimension, Switzerland) with three translational DoF (Fig. 1). The Lambda.3 is a haptic device with parallel delta kinematics and highly backdrivable capstan drive actuation for all three axes. The entire assembly was mounted on a stand with lockable wheels for easy transportation.
The hand module is mounted at an angle of 15° in the sagittal hand plane to  account for the slight wrist extension that naturally occurs during grasping. The mass of the hand module (1700 g) is spring-compensated in the vertical direction by the Lambda.3 device to reduce continuous motor load during operation. We manufactured the hand module in a right-sided and a left-sided version, whereas the same Lambda.3 robot was used for all participants.
The resulting rehabilitation robot (see Fig. 1) has a total of six DoF and falls into the group of end-effector-style devices [16]. The workspace and force/torque specifications of the complete rehabilitation robot are summarized in Table 1.Table 1Device specifications


	Axis
	Range of motion
	Force/ torque

	XY ([image: $$x_m, y_m$$])
	Ø 240 mm
	20 N

	Z ([image: $$z_m$$])
	170 mm
	20 N

	Finger flexion/extension ([image: $$\theta _{f,m}$$])
	0[image: $$^{\circ }$$] - 165[image: $$^{\circ }$$]
	>30 N[image: $$^*$$]

	Thumb circumduction ([image: $$\theta _{c,m}$$])
	0[image: $$^{\circ }$$] - 80[image: $$^{\circ }$$]
	0.4 Nm

	Thumb flexion/extension ([image: $$\theta _{t,m}$$])
	0[image: $$^{\circ }$$] - 50[image: $$^{\circ }$$] [image: $$^{**}$$]
	14 N


 *For fully extended fingers. Varies due to non-constant mechanical advantage. **Limited in software to approx. 30°–50°





Haptic rendering and control
Control hardware
While the Lambda.3 robotic base comes with integrated control electronics, we used an additional control box that was custom-made by Force Dimension to drive the three motors of the hand module. Both controllers were connected via USB to a host PC and both were equipped with an independent hardware watchdog timer. Triggering a watchdog timer shuts all motors off immediately and shortcuts the motor drivers, resulting in electromagnetic viscosity that prevents the device from collapsing too quickly. The control box of the hand module was also equipped with an emergency stop button (see Fig 1, button with red marking on top of the control box) that, when pressed by the responsible therapist, has the same effect as the watchdog.

Physics engine-based whole-hand haptic rendering
We developed a haptic rendering method based on the open-source physics engine Bullet to render whole-hand interactions between the patient’s hand (virtually represented by a hand avatar; Fig. 6) and virtual objects. Here, we provide a simplified overview and refer the reader to [86] for more details. Our approach essentially consists of a bilateral proportional-derivative (PD) control law [104] that couples a main device (i.e., our haptic device, denoted in following with index [image: ]) and a simulated hand avatar, denoted with index [image: ].
The generalized device coordinates [image: $$\varvec{q}_m = [x_m, y_m, z_m, \theta _{f,m}, \theta _{c,m}, \theta _{t,m}]^{\hspace{-0.83328pt}{\textsf{T}}}$$] and the forces/torques [image: $$\varvec{f}_m = [f_{x,m}, f_{y,m}, f_{z,m}, f_{f,m}, \tau _{c,m}, f_{t,m}]^{\hspace{-0.83328pt}{\textsf{T}}}$$] are indicated in Fig. 4 and Table 1. The simulated hand avatar was modeled as a multi-body object using capsule colliders (Fig. 6), whereas its DoFs correspond to the DoFs of our device. Its generalized coordinates [image: $$\varvec{q}_s$$] and its forces [image: $$\varvec{f}_s$$] are, thus, defined analogously.
The virtual forces applied in the physics engine to the simulated hand avatar ([image: $$\varvec{f}_s$$]) are given in Eq. (1), and the haptic rendering forces sent to the main haptic device ([image: $$\varvec{f}_m$$]) are given in Eq. (2). The diagonal matrices [image: $$\textbf{K}_{p,m}$$], [image: $$\textbf{K}_{p,s}$$] and [image: $$\textbf{K}_{d,m}$$], [image: $$\textbf{K}_{d,s}$$] represent proportional and damping gains, respectively. The matrix [image: $$\tilde{\textbf{M}}$$] denotes the mass matrix of the simulated hand avatar (diagonal elements only, see [86]), and [image: $$\varvec{h}$$] is the lumped term for velocity and gravity-dependent forces. The diagonal matrix [image: $$\mathbf {\Phi }$$] in Eq. 2 is an adaptive damping gain that stabilizes the patient’s hand, fingers or thumb upon impact with a virtual object while only slightly degrading the sensations of hand-object impacts or hampering movements in free space. The term [image: $$\varvec{f}_e$$] in Eq. 2 is a vector of additional exercise-specific forces (see Section "Virtual training tasks") and [image: $$\varvec{f}_a$$] represents adjustable assistive forces (see Section "Therapist interface and device operation").[image: $$\begin{aligned} \varvec{f}_s= &amp; {} \tilde{\textbf{M}} \left( \textbf{K}_{p,s}(\varvec{q}_m - \varvec{q}_s) + \textbf{K}_{d,s}(\dot{\varvec{q}}_{m} - \dot{\varvec{q}}_{s}) \right) + \varvec{h} \end{aligned}$$]

 (1)


[image: $$\begin{aligned} \varvec{f}_m= &amp; {} \textbf{K}_{p,m}(\varvec{q}_s - \varvec{q}_m) - \mathbf {\Phi } \textbf{K}_{d,m}\dot{\varvec{q}}_{m} + \varvec{f}_{e} + \varvec{f}_a \end{aligned}$$]

 (2)




Software implementation
In Fig. 6, the different software modules including the therapeutic games described in Section "Virtual training tasks" and the therapist interface in Section "Therapist interface and device operation" are depicted. The control software—responsible for low-level control, haptic rendering, and safety checks—was written in C++ and communicates through a hardware abstraction layer (HAL) with the hardware described above. In addition to the hardware safety features, the control software also continuously monitors the device’s velocity and the motor encoders, and disables all forces in case of an operational anomaly. The mechanical gravity compensations of the Lambda.3 and hand module are complemented by fine-tuned gravity and friction compensation in software. A scaling factor of six between the translational movements of the haptic device and the hand avatar movements was introduced to adjust the virtual translational workspace in the games to the available workspace of the device. The finger and thumb movements were mapped 1:1 between the patients’ hands and the simulated hand avatar to provide congruent proprioception-visual information during grasping.
The control software update loop runs at a rate of 1 kHz. All software modules ran simultaneously on the host computer (AMD Ryzen 7 PRO 5850U, 32GB, with Ubuntu 22.04 and a low-latency kernel). Except for the Bullet physics engine, where shared memory was used, the communication between the different software modules was performed through socket networking using the User Datagram Protocol (UDP).[image: ]
Fig. 6Overview of the software architecture. Except for the Bullet physics engine server which communicates through shared memory with the control software, the different software modules communicate using UDP. The main control software computes the haptic forces at a rate of 1 kHz and interacts with the robotic devices through a hardware abstraction layer (HAL) using a USB connection




Virtual training tasks
Overview
We developed two gamified training tasks to complement our device, where we targeted reaching, grasping and releasing objects. We aimed to design tasks that benefit from meaningful haptic feedback, i.e., easily interpretable sensory information that contributes to controlling the movements and facilitates task completion for simultaneous motor and sensory training. While the first game (cocktail bar game) was inspired by therapy tasks and endorsed by therapists, we organized brainstorming sessions with two therapists for the development of the second game (slingshot game) [105]. Both games were developed in an iterative process through informal feedback from repeated intermediate testing by therapists. The graphical elements and game logic were developed in Unity3D (Unity Technologies, USA) in C#, while haptics-related elements were implemented as part of the control software (see Section "Haptic rendering and control").
Although our robotic device is capable of rendering forces in all DoFs, we decided to block the vertical axis (z-axis) with a PD controller for three reasons. First, during informal testing with therapists in the co-creation sessions, we found that, likely due to the 2D screen, performing straight and targeted 3D grasping movements seemed challenging—a finding also supported by literature [106]. In particular, vertical and horizontal (i.e., forward/backward) movements could be indistinguishable depending on the perspective on the 2D screen. Thus, we agreed with the therapists that the games were challenging enough with a blocked z-axis, and that we did not want to add another dimension of difficulty and source of ambiguity. Second, this allowed us to adjust the height of the device during training. Finally, we prevented any adjustment or calibration that might have been required with dynamic arm-weight support [107].

Cocktail bar game
The first game was designed to promote proximal and distal movements with a special focus on fine distal movements and force dosage. In the cocktail bar game (Fig. 7), the patients are presented with four liquid dispensers, each containing a differently colored liquid with a distinct viscosity. The user’s hand is represented by a hand avatar, which reflects the user’s real hand movements. Below each dispenser, a glass appears that must be filled with the liquid. For this, the user has to move the hand avatar in front of the dispenser, open the hand, bring the thumb in opposition, approach the dispenser, close the hand until the fingers “touch” it, and then squeeze to pour liquid. If the hand is not properly opened before approaching the dispenser, the dorsal side of the fingers collide with it and the user will feel that the fingers are pushed into a flexed position, analogous to a real-life scenario. Thus, the opening of the hand before grasping is necessary, meeting the therapists’ request for the integration of active finger extension in the training of functional movements.
Importantly, the liquid and dispenser physical characteristics (i.e., viscosity and stiffness) are reflected in the haptic rendering of the interaction between the patient’s hand and the dispenser. Whenever the dispenser is squeezed too hard, the liquid spills and sputters. Whenever liquid is spilled beside any of the glasses, the user is penalized, i.e., the life bar located on the top left of the screen decreases (Fig. 7). Hence, the challenge is to skillfully squeeze the liquid dispenser based on the visuo-haptic feedback. As soon as a glass is full, a green check mark appears, the glass disappears, and the counter of successful glasses on the right of the screen increments. In a first step, each one of the four glasses needs to be filled once. Afterward, the glasses appear randomly upon completion of the preceding one. The difficulty could be varied by scaling the required forces to pour liquid from the dispensers (i.e., facilitating movements for patients with low residual grasping force) and by adjusting the sensitivity of the dispensers (i.e., how quickly they start to sputter and spill liquid).
For the haptic rendering of the hand-dispenser interaction, a virtual wall (i.e., virtual spring-damper system with gains [image: $$k_{p,e}$$] and [image: $$k_{d,e}$$], respectively) to the finger flexion/extension movement is superimposed to the whole-hand interaction forces from the simulated collisions in the physics engine (force [image: $$f_{e}$$] in Eq. 2, Section "Haptic rendering and control"). The gains [image: $$k_{p,e}$$] and [image: $$k_{d,e}$$] can be modified based on the desired impedance characteristics of the corresponding liquid dispenser. The virtual wall is activated during the grasping of a dispenser shortly before the fingertips hit the cylindrical collider representing the liquid dispenser (at 90[image: $$^\circ$$] finger flexion). Since the fingertips are occluded—i.e., behind the dispenser—in this position, the virtual wall is perceived as the interaction between the patient’s hand and the dispenser. Although this approach does not perfectly model a deformable liquid dispenser, it works very well in practice, requires only minimal additional computational cost, and simplifies the development compared to actually utilizing deformable meshes or modifying the properties of the liquid dispenser colliders in an online manner. The exercise-specific finger flexion/extension force [image: $$f_{e,f}$$] is calculated as a virtual wall using Eq. (3) with [image: $$\Delta \theta _{f,m}$$] denoting the penetration into the virtual wall. The other components of the vector [image: $$\varvec{f}_e$$] remain zero.[image: $$\begin{aligned} f_{e,f} = {\left\{ \begin{array}{ll} k_{p,e} \Delta \theta _{f,m} + k_{d,e} \dot{\theta }_{f,m}, &amp;{}\quad \Delta \theta _{f,m} &gt; 0\\ 0, &amp;{}\quad \text {otherwise.} \end{array}\right. } \end{aligned}$$]

 (3)




Slingshot game
In this game, the therapeutic objective is to train fine proximal movements while still requiring distal movements during grasping. The goal is to hit ghosts that appear on the screen using a simulated slingshot (Fig. 8). For this, the user first reaches out to grasp a projectile (i.e., the red ball) at the screen’s center. Grasping requires opening the hand, opposing the thumb, and closing the fingers around the projectile. Once the user thinks that the projectile is correctly grasped, the slingshot can be tensioned by pulling back and released by opening the hand. To aim, the arm can be moved left and right, with the projectile’s expected trajectory shown on the screen.
The game increases difficulty as the patient plays. In the first phase, three stationary ghosts are presented. Once the three initial ghosts are shot, three new ghosts appear that move continuously from left to right and back. Finally, ghosts randomly appear and move towards the user. In this phase, whenever the user misses a ghost and the ghost passes the slingshot, the life bar, depicted on the top left of the screen (Fig. 8), decreases. The difficulty of the game can be further adjusted by scaling the user’s input forces, i.e., the necessary forces for grasping and pulling back the slingshot can be reduced to facilitate the task.
To simulate a slingshot, a virtual spring-damper system is temporarily attached to the projectile with coordinates [image: $$x_p$$] and [image: $$y_p$$] (Fig. 8). The dynamics of the projectile are governed by the force [image: $$\varvec{f}_p$$] from Eq. (4) and the hand-projectile interactions. Thereby, the diagonal matrices [image: $$\textbf{K}_{p,p}$$] and [image: $$\textbf{K}_{d,p}$$] denote the stiffness and damping. To facilitate grasping, the stiffness of the slingshot in frontal direction (away from the user) is increased by the scalar factor [image: $$\gamma \in [1, \hat{\gamma }]$$],  which is computed according to Eq. (5). The peak value [image: $$\hat{\gamma }$$] was chosen [image: $$\hat{\gamma } = 3$$] in our experiments. This allows the user to push the hand against the slingshot to get a good grasp before pulling back. By either opening the hand or reducing the grasping pressure, the slingshot forces on the projectile will overcome the simulated friction between the hand avatar and the projectile and catapult it in the direction where the user aimed. The virtual spring-damper system is detached from the projectile when a release is detected, i.e., when the projectile surpasses a velocity threshold.[image: $$\begin{aligned} \varvec{f}_p= &amp; {} \gamma \left( \textbf{K}_{p,p} \begin{bmatrix} x_p\\ y_p \end{bmatrix} + \textbf{K}_{d,p} \begin{bmatrix} {\dot{x}}_p\\ {\dot{y}}_p \end{bmatrix} \right) \end{aligned}$$]

 (4)


[image: $$\begin{aligned} \gamma= &amp; {} {\left\{ \begin{array}{ll} \hat{\gamma }\left( 1 - \frac{2}{\pi } \big | \text {atan2}(y_p, -x_p)\big | \right) , &amp;{}\quad x_p &lt; 0\\ 1, &amp;{}\quad \text {otherwise.} \end{array}\right. } \end{aligned}$$]

 (5)


[image: ]
Fig. 7Cocktail bar game: The patient has to grasp liquid dispensers with different haptic characteristics and skillfully squeeze them to pour liquid into the glasses

[image: ]
Fig. 8Slingshot game: The projectile (close-up in the bottom left corner) must be grasped and pulled back and released to shoot with the slingshot. The goal is to hit the ghosts




Therapist interface and device operation
The graphical user interface (GUI) is the main interaction channel between the therapist and the system. When it comes to the design, we aimed for a logical flow, where therapists start at the top left and successively work their way down to the bottom and where elements with related functionalities are grouped together. Our goal was to provide a minimum set of functionalities that were necessary to operate the device without increasing the overall system complexity. The resulting GUI (see Fig. 9) was developed in Python using Qt (The Qt Company, Finland) in German, the local language at the study hospital.
The GUI is divided into four distinct sections: (i) In the Robot section, the robotic device can be started, stopped and prepared for swapping handles or setting up the patient. The current status of the robot (e.g., disconnected, ready, busy, error messages, etc.) is displayed. (ii) The Game section lets the therapist select, start, and quit a game. (iii) In the Settings section at the bottom left of the GUI, adjustments to the height of the robot, the assisting forces, and game difficulty can be set in three separate tabs. (iv) In the Plotting area on the right side, a real-time plot of the estimated forces (using the motor current) that the patient applies is shown. The plotting was not an explicit requirement from therapists, but since they were curious about the magnitude of the applied forces during the co-creation sessions, we decided to add it. The desired DoFs for which the forces should be plotted can be selected using tick boxes.
The sequence to initiate a training game is as follows. After starting the device with the start button in the Robot section, the robot moves close to the patient into a predefined position. The therapist can then install the correctly sized handle for the specific patient prior to the patient setup by first pressing a button in the Robot section. By the press of this button the hand module moves into an adequate configuration to make the handle easily accessible, i.e., thumb support at full circumduction and extension, finger support at moderate flexion). During the handle swapping, the GUI provides visual instructions to the therapist in a pop-up window. Once the correct handle size is mounted, the therapist presses the last button in the Robot section and the hand module automatically moves to a fully closed configuration for easy installation of the patient’s hand in the device. The therapist is then assisted in donning the patient by instructions displayed in a pop-up window. The complete setup sequence of changing the handle and installing a patient is depicted in Fig. 5. Once the patient is installed, the therapist can select the game in a drop-down menu and start the therapy.
To adjust the training to the individual patient’s needs, the Settings section offers several adjustments. This section consists of the tabs Arm, Hand, and Training. In the first two tabs, the height of the robot can be adjusted, and for each of the remaining five DoFs, an assistive force (see Section"Haptic rendering and control") can be adjusted in either direction. The height adjustment is performed with a minimum-jerk trajectory to be perceived as smooth by the patient [108]. The assisting force magnitude can be changed using plus / minus buttons and displayed on a linear gauge. The Training tab lets therapists adjust the game difficulty as described in the Section "Virtual training tasks". Importantly, the use of the settings is not required, and therapists are free to use them according to their preferences and patients’ needs. All the settings can be adjusted online while the patient is playing the game.[image: ]
Fig. 9Graphical User Interface (GUI) for the therapists. In the section Robot, the robot can be started, prepared, and stopped. In Games, a game can be selected and started or stopped. The section Settings allows to make game-specific difficulty adjustments as well as adjustments of the device height and assistive forces. In the Plotting area, the estimated patient-device interaction forces are plotted



Usability study
Participants
We performed our usability study with seven therapists and seven stroke patients. The study was approved by the cantonal ethics committee (BASEC number 2018-01179) and Swissmedic (case number 10000432) and complied with the Declaration of Helsinki.
To obtain insights from different points of view, we included three physiotherapists (PT) and four occupational therapists (OT). The therapists were recruited through word of mouth by their respective group heads at the University Neurorehabilitation, Inselgruppe, Inselspital Bern and Spital Riggisberg, Inselgruppe, Riggisberg, Switzerland. There were no inclusion criteria for the therapists, except that they had to be fit for work.
The patients were recruited through their respective therapists with a printed flyer that explained the experiment in simple words. All participating patients were actively undergoing conventional rehabilitation at the time of the study. The patient inclusion and exclusion criteria were defined relatively loosely as the responsibility of choosing suitable patients was given to the respective therapists. The inclusion criteria were: Mildly to moderately impaired adult stroke patients with residual upper-limb motor capabilities and none to moderate spasticity. Exclusion criteria were: Shoulder instabilities or other conditions that would increase the risk of injury when using a robotic device and notable cognitive or visuo-spatial deficits that would likely influence the experiment outcome (e.g., neglect, aphasia, confabulation). These criteria were not evaluated by means of standardized assessments. Instead, we provided them as guidelines for the therapists who ultimately decided if a patient was suited for participation based on their daily experience in the conventional therapy program.

Study protocol
The experimental setup consisted of the robotic device, a laptop with a 14” screen and a computer mouse, an external 24” monitor, and chairs for the therapist and patient. The laptop, computer mouse, and external monitor were placed on a table, and the therapist and the patient were sitting in front of it next to each other. The games were displayed on the external monitor in front of the patient, while the GUI for the therapists was displayed on the laptop screen.
The study was divided into two consecutive sessions (see Fig. 10): A first therapist introduction session to familiarize the participating therapist with the system and a following patient therapy session where the therapist used the robotic system with a patient. Feedback was gathered in separate feedback rounds from therapists and patients after the second session. Both sessions began with the explanation of the study’s goal and the acquisition of informed consent, followed by the collection of data that was not directly related to the system usability (e.g., age, handedness, hand dimensions; see Section "Outcome measures"). Both sessions took place in the therapy facilities of the University Neurorehabilitation, Inselgruppe, Inselspital Bern, and Spital Riggisberg, Inselgruppe, Riggisberg, Switzerland. One of the participating patients was English-speaking. The respective therapist was fluent in English as well. All other experiments were performed in Swiss German. Both sessions were guided by the same lead experimenter (male rehabilitation robotics engineer) and assisted by a second researcher (female neuroscientist with clinical experience). The therapists performed the experiments within the scope of their employment and did not receive any supplementary compensation aside from an ice cream voucher to acknowledge their participation. The patients did not receive any compensation.
The study protocol slightly differed for PT and OT due to organizational reasons. The PTs recruited patients before the therapist introduction session and conducted the therapist introduction session and the patient therapy session on the same day. The head of the PT was well-informed about the device, allowing for an appropriate selection of patients, even without introducing the corresponding PT to the system. The OTs received the introduction first, recruited a suitable patient in the following days, and only then performed the patient therapy session (see Fig. 10).
During the therapist introduction session, the participating therapist was first introduced to the robot and GUI by the lead experimenter. For consistency, the system was explained with the aid of a printed quick-start manual (see Additional file 1). Next, the therapist was given the role of a patient—i.e., remaining passive and awaiting instructions, but without simulating any specific pathology—while the system was operated by the lead experimenter. For this, the therapist’s dominant hand was first installed in the device by the experimenter following the instructions on the GUI (see Section "Therapist interface and device operation"). Then, all functionalities were showcased to the therapist in approximately ten minutes. Consecutively, the roles were switched, and the therapist operated the device while the experimenter took the role of the patient for approximately ten minutes. From the beginning, the therapist was encouraged to ask questions.
During the patient session, the respective therapist was asked to set up the patient’s affected hand in the system and carry out two virtual rehabilitation exercises—i.e., the cocktail bar and slingshot games—with the patient. The therapist was instructed to use each exercise for a maximum of ten minutes. The exercise order was randomized. The therapist led the session and was free to switch between games as desired or to conclude the session before the full 20 min of gaming time. The therapists could continuously adjust the assistive forces as well as the game difficulty according to their perception of the patient’s specific needs and performance. The maximum game duration was chosen so that the entire experiment was guaranteed to fit into a standard therapy session of 45 min. Therapists operated the system independently; however, they were allowed to consult the provided printed quick-start manual or to ask questions to the lead experimenter if needed.
Feedback on the system usability in the form of standardized questionnaires and semi-structured interviews was gathered from the patients directly after the patient therapy session (see Section "Outcome measures"). Depending on the therapists’ availability, their feedback was collected right after the patient therapy session as well, or at a later time, but with a maximum of two days after the experiment. In this case, the semi-structured interview was performed via a phone call.[image: ]
Fig. 10Usability study protocol. The study protocol was slightly different for the physiotherapists (PT) and occupational therapists (OT) for organizational reasons. Note that the order of the games was randomized and that therapists were allowed to switch between games if desired



Outcome measures
Main outcomes
First, we measured how long it took the therapists to change the handle of the hand module and how long it took them to install the patient’s hand (including positioning of the robot if necessary) during the patient therapy session. Note that before that, the therapists had only performed the setup of a user once during the therapy introduction session with the experimenter but never with a patient. The handles were pre-installed so that every therapist had to perform a handle change. Moreover, we also assessed the time spent performing each of the two therapy games.
We used the System Usability Scale (SUS) questionnaire to assess the perceived usability from both the therapists and patients [109]. The SUS consists of ten five-point Likert-style items ranging from “Strongly disagree” to “Strongly agree” whereas five items are formulated positively and five negatively. We assessed the therapists’ perceived usability of the GUI (including game adjustments) and the robotic device separately to distinguish any potential usability issues stemming from the human-software interface (GUI) or from the human-hardware interface (robot). We did not add a SUS specifically for the virtual training games because we prioritized the evaluation of tasks commonly undertaken by therapists during therapy sessions (e.g., operating the GUI or interacting with the robot during setup). However, we additionally employed the Perceived Usefulness (PU) questionnaire of the Technology Acceptance Model (TAM) [110] to assess the degree to which therapists believe that using the system would help them accomplish their daily work. It consists of six positively formulated seven-point Likert-style items ranging from “Unlikely” to “Likely” with the option “Not applicable”. We also evaluated the perceived system (robot and game) usability from the point of view of the patients with the SUS questionnaire.
Given the importance of motivation in driving effort and engagement during robotic training for stroke patients [111], we additionally employed the Interest/Enjoyment subscale of the Intrinsic Motivation Inventory (IMI) to measure patients’ motivation. This subscale consists of five positively and two negatively formulated seven-point Likert-style items ranging from “Not at all true” to “Very true” [112].
The complete questionnaires employed can be found in the Additional file 2. All questionnaires were completed by the participants using pen and paper. No writing was required, as choices could simply be marked, allowing patients to use their non-paretic hand even if it was not their usual writing hand. The English-speaking participant received the original English SUS and IMI questions.
To facilitate the interpretation of the results, we normalized the questionnaire scores to a 0–100% range. The SUS and PU scores, as well as the IMI subscale scores per participant, were computed by averaging across all items. We report the central tendency of the questionnaires as median with first and third quartiles due to the low sample number and the ordinal nature of the data.
Qualitative usability data from both therapists and patients was acquired via open-ended questions in semi-structured interviews (see questions in Additional file 2). These questions served to guide the discussion, but the experimenters delved deeper into topics that appeared to be important to each participant. The participants’ answers to the semi-structured interviews were recorded in writing by the experimenters in German or English, respectively, in the case of the English-speaking patient. For the analysis, the participants’ answers were translated to English with DeepL Pro (DeepL SE, Germany) in an initial step and subsequently further refined manually. To identify recurring patterns, opinions, and ideas from these interviews, a thematic analysis was performed by the lead experimenter. This systematic approach involved labeling relevant text segments with codes (i.e., designated descriptive labels), organizing these codes into cohesive themes, and subsequently summarizing and reporting the findings. For a detailed description of the procedure, please consult [113].

Secondary outcomes
 We also collected secondary outcome measures that do not directly assess the usability. Apart from demographic information, we noted whether the participants had any previous experience with robotic rehabilitation devices. Additionally, the secondary experimenter took notes of unexpected events (e.g., patient discomfort or technical issues) during the experiments.
We also noted the handle size that was used and measured the participants’ length of the middle finger (from the center of the MCP joint to the tip), the overall hand length (from the distal crease of the wrist joint to the furthest fingertip) and the hand breadth. We then compared the participants’ hand dimensions to the hand dimensions assumed during the design of the hand module to inform the interpretation of potential comfort-related issues. To do so, we first computed the pooled mean and standard deviations of the measurements of male and female hands based on the anthropometric databases that we used for the development of the hand module. The hand length and breadth were directly taken from the measurements of Garrett [96, 97], while the length of the middle finger was computed using the hand length from Garrett and the scaling factor for the middle finger suggested by Buchholz [95]. We then compared these reference values to the combined hand measurements (i.e., from therapists and patients) from our experiments with independent t-tests. The analysis was performed using the SciPy package in Python.




Results
Participants
An overview of the therapists’ and patients’ demographic information is presented in Tables 2 and 3, respectively. The median age of the therapists was 37.0 (28.0–57.0) years, with 13.0 (5.0–32.0) years of professional experience. The median age of the patients was 49.0 (45.0[image: $$-$$]54.0) years. Three patients were in the early sub-acute stage, two in the late sub-acute stage and two in the chronic stage according to the classification provided in [114]. Therapists and patients worked in dyads according to their identifiers, e.g., T1 with P1.
Six therapists reported previous experience with robotic devices, including both upper-limb and lower-limb devices, yet none of them had worked with a haptic rehabilitation device before. Three of the patients already used the Armeo®Spring in their current rehabilitation program. Although the Armeo®Spring is not actuated, it was still perceived as a robotic device by therapists and patients. Patient P6 reported experience with robotics from building virtual reality racing simulators as a hobby.Table 2Demographic information of the therapists


	ID
	Age
	Sex
	Handedness
	Profession
	Professional  experience (years)
	Robotic experience
	Handle size

	T1
	37
	Female
	Right
	OT
	13
	None
	SM

	T2
	25
	Female
	Right
	OT
	2
	GM, Pablo, Diego
	S

	T3
	62
	Female
	Right
	PT
	40
	CM
	SM

	T4
	65
	Male
	Right
	PT
	37
	AS, YG
	L

	T5
	52
	Female
	Right
	PT
	27
	YG, CM
	S

	T6
	31
	Female
	Right
	OT
	7
	Diego, GM
	S

	T7
	25
	Female
	Right
	OT
	3
	AS
	S


GM: Gloreha Maestro, Pablo: Tyromotion Pablo®, Diego: Tyromotion Diego®, YG: YouGrabber, AS: Hocoma Armeo®Spring, CM: Motek C-Mill treadmill


Table 3Demographic information of the patients


	ID
	Age
	Sex
	Handedness
	Paresis
	Robotic experience
	Handle size
	Patient type
	Weeks since incident
	Lesion

	P1
	53
	Male
	Right
	Right
	AS
	SM
	Inpatient
	21 (late sub-acute)
	Ischemic at anterior choroidal artery left

	P2
	45
	Male
	Right
	Left
	AS
	SM
	Inpatient
	21 (late sub-acute)
	Intra-cerebral bleeding basal ganglia right

	P3
	45
	Female
	Right
	Right
	None
	ML
	Inpatient
	7 (early sub-acute)
	Post-operative ischemia in caudal mesencephalon and pons left lateral

	P4
	40
	Female
	Right
	Left
	None
	S
	Outpatient
	72 (chronic)
	Intracerebral basal ganglia hemorrhage

	P5
	61
	Male
	Right
	Left
	AS
	ML
	Inpatient
	28 (chronic)
	Ischemic at basilial occlusion, incl. posterior inferior cerebellar occlusion

	P6
	49
	Male
	Left
	Right
	None[image: $$^*$$]
	SM
	Inpatient
	5 (early sub-acute)
	Multiple lesions

	P7
	55
	Female
	Right
	Right
	None
	S
	Inpatient
	5 (early sub-acute)
	Infarction in superior cerebellar artery


AS: Armeo®Spring
*Patient reported experience with haptic racing simulators




Setup and game play durations
The duration required by the therapists for the setup is depicted in Fig. 11. To change the handle, it took therapists 74.0 (62.5–102.5) s and for the actual patient setup 168.0 (111.5–192.5) s. This results in an overall setup duration of 233.0 (201.5–272.0) s. The range was large, with one therapist only requiring 86 s while another one needing 382 s.
All patients except two trained with both games until the end. One participant (P6) asked to stop the cocktail bar game after 07:27 min and the slingshot game after 04:43 min. Another participant (P7) stopped the cocktail bar game after 08:32 min, but played the full 10:00 min of the slingshot game.[image: ]
Fig. 11Duration required by therapists for the setup. Handle: Change of the handle; Patient: Duration of positioning the patient next to the device and installing the patient’s hand; Overall: Combined duration. The dashed red line indicates the maximal duration of 5 min that therapists indicated in our survey [84] were willing to spend for the setup



Usability and usefulness questionnaires
The results of the questionnaires are visualized in Fig. 12. The therapists rated the usability of the GUI with a median SUS score of 77.5 (71.3–82.5) out of 100 and the usability of the robotic device with a SUS score of 75.0 (71.3–80.0) out of 100, indicating good to excellent usability for both according to [115]. The patients rated the usability of the therapy system with a mean SUS score of 80.0 (71.3–86.3) out of 100, also indicating good to excellent usability.
The score of the Perceived Usefulness subscale of the PUEU from the therapists was 4.3 (3.5–4.8) out of 1 to 7. Upon closer inspection, the relatively low score of this scale can be mostly explained by the results of the first question, “Using the system in my job would enable me to accomplish tasks more quickly,” and the second question, “Using the system would improve my job performance.” They were the lowest rated items on this scale with a score of 3 (2.5–3.5) out of 1 to 7 for both. Interestingly, question six of this questionnaire, “I would find the system useful in my job,” was rated with 6 (6–7). Per-question box plots of the questionnaire results can be found in Additional file 2.
The enjoyment of the therapy session with the robotic device was rated with a median score of the IMI Enjoyment/Interest subscale of 6.3 (5.7–6.7) out of 1 to 7. Patient P3, who rated the lowest usability score with 42.5 and the lowest Enjoyment/Interest score with 4.7, reported a general dislike of computers and computer games during the subsequent semi-structured interview.[image: ]
Fig. 12Results of the questionnaires. Left: Therapists’ scores are grouped in blue. SUS GUI: Therapists’ scores of SUS questionnaire on graphical user interface; SUS Robot: Therapists’ scores of SUS on robotic device; PU:, Therapists’ scores of the Perceived Usefulness questionnaire; Right: Patients’ scores are grouped in green. SUS: Patients’ scores of SUS questionnaire; IMI I/E: Patients’ scores of Interest/Enjoyment subscale of the IMI



Semi-structured interviews
Here, we report the findings of the thematic analysis, listed according to the resulting themes. Exemplary statements are marked with (T) and (P) for therapists and patients, respectively. Some words were added in parentheses to the quotes to provide context and improve readability.
Overall experience
 The general feedback was very positive. The therapists and patients liked the device and the games. The therapists mentioned that the device is easy to use and that the games are motivating. The patients liked the games and the haptic feedback. They also mentioned that the device is simple to use and that they would like to use it again.
“I had the feeling that it is quite mature. It was fun to practice.”(P2)

“I think it is very nice and motivates patients.”(T4)



Ease of use
 The therapists highlighted that the setup of the device is not complicated and that the adjustments are made relatively quickly. However, they mentioned that better instructions for the positioning of the patient’s chair with respect to the robotic device are needed.
“Quite simple to install. Should go quite quickly, even with spasticity.”(T6)

“The system is reasonably compact and reasonably quick to set up. The distance to the chair was critical.”(T3)

“It was a pleasant experience. I was installed relatively quickly.”(P1)

 It was also mentioned that the GUI was easy to use. In particular, therapists liked the logical flow and found that the right amount of settings and buttons was available. However, the settings for assistive forces and game difficulty were not always clear, especially how the plus and minus buttons for adjusting the assistive forces are mapped to the anatomic directions. The use of the real-time plot was only reported by three therapists, who appreciated it but would like more time to develop a better intuition in order to fully benefit from it. They liked that the plot allows them to better understand the involvement and effort of the patient. For example, without the plot, it can sometimes be difficult to tell if a patient is actually actively trying to grasp a liquid dispenser in the cocktail bar game, especially if the involved forces are low.
“I liked the logic and structure. I could work through one thing at a time, like a checklist. Everything was there and clear. It didn’t go into too much unnecessary detail.”(T3)

“(After the experiment) I still have a mess with the plus and minus buttons.”(T2)

“The curves are interesting to see. Otherwise, it’s difficult (to see what’s happening) just by watching the patient’s hand. I might need a little more time to interpret the direction of the force plots.”(T6)



Comfort and fingertip slipping
 This theme was predominantly present when we asked participants about possible improvements. Here, the majority of the participants reported that their fingertips slipped out of the fingertip fixation at some point. Further, minor adaptations of the thumb fixation (e.g., the strap should not go over the interphalangeal joint, add a second strap), the wrist support (prolong it slightly in the proximal direction), and the materials (softer handle, softer support) were requested.
“The finger slipped out. In both games, this was a drawback.”(T1)

“I think the dorsal finger fixation is actually good, but the patient still slipped out.”(T3)

“Nothing bothered me, it was comfortable.”(P7)

“It is not compatible with my hands. Maybe you should have something for short-fingered people.”(P4)



Clinical application
 In general, therapists reported in the semi-structured interviews that they considered the rehabilitation system useful for therapy. It was appreciated that the games are of stimulative nature (i.e., attracting patients’ focus and encouraging active participation) and that they kept the patients focused during the selected duration.
“It would be very nice if this would find its way into therapy, assuming it is not too expensive. I think it will complement physiotherapy very well.”(T4)

“The games have the advantage of having something appealing for all generations. Cocktail bar for younger, slingshot for older people. It is good that the games are repetitive but still always change a little while playing.”(T2)

“I like the fact that different movement sequences are required. In the case of the cocktail bar, I liked that there are different variations of the task. The games have a very good challenging character.”(T7)

 Therapists also noticed that the system could work well in group therapy, potentially after making the robot more rugged. It was also mentioned that a dedicated GUI only for the patients could be useful.
“Once everything is set, you could let patients train themselves. Could be used well in group therapy.”(T4)

“I would welcome such a device for group therapy. (For this,) a better enclosure for the robot is missing.”(T5)



Transferability to ADL
 The potential transferability of the skills learned during training to ADL was, in general, estimated to be good. Two factors seem to contribute to this. First, the available movements and ranges of motion were mostly considered to be appropriate, especially the independent thumb movement was mentioned positively. Therapists mentioned that adding pronosupination and movements in the vertical direction would allow training in picking up objects.
“There are all important thumb movements, which is something very special. There are moments in which the pronosupination position does not correspond to natural gripping. For example, I would grip a ball from above (with a pronated wrist). For that, you would need an additional degree of freedom for pronosupination.”(T4)

“I could imagine that the (skill) transfer can succeed. The task with the cocktail bar illustrates this well, as it gives the patient an idea of how to grab a bottle or something similar. The Slingshot game perhaps contributes a little less.”(T1)

 Second, the haptic rendering was very well perceived. In fact, all participants except one (P4: “I felt nothing”) complimented the physical interaction with the virtual game elements and liked the natural and realistic feeling. Therapists emphasized the importance of sensory information for motor learning. Here, the interaction with the cocktail bar dispensers was particularly appreciated.
“This (the haptic rendering) is very important. The feedback you get is something very essential. Without this feedback, there is probably no motor rehabilitation.”(T1)

“The (sensory) input is important and makes it more real. It’s important from a therapeutic point of view because it’s more comparable to everyday life. It is good and important that it is really like when you want to grasp some real objects.”(T2)

“I liked this feedback very much. I also found it very positive that the hand could be pressed on an object when approaching. The feedback is almost realistic.”(P2)

“The force dosage is always an issue (in everyday life), which is also taken into account by the robot.”(T7)

“It was a natural interaction. There was a realistic feeling. I felt that I was grasping something.”(P1)



Future developments
 Apart from improving the aforementioned drawbacks, it was mentioned that the mechanics and software could be made more robust. During experiments with two patients (P6 and P7), instabilities in the physics engine occurred and the system had to be restarted. The safety mechanisms worked well and prevented any abrupt movements or forces, but it was mentioned that this should be improved in the future. One therapist also mentioned that the difference between the haptic sensations in the cocktail bar game could be even more pronounced. Finally, the addition of auditory feedback was suggested.
“It was a pity that it had to be restarted once. I have doubts if it is (mechanically) stable enough for frequent use.”(T6)

“The difference between the bottles in the cocktail bar game could be even stronger.”(T3)

“Auditory feedback would be desirable for the games.”(T5)




Handle sizes and hand dimensions
Overall, including all 14 participants, the handle size S was chosen six times, SM five times, ML two times, and L only once. Smaller handle sizes were therefore preferred, which could indicate that the handles were, in general, too large despite having been designed based on anthropomorphic databases.
The mean and standard deviation of the hand measurements are reported in Table 4, together with the pooled means derived from the measurements of Garrett [96, 97] and finger length conversion with the scaling factors of Buchholz [95] that we used in the design of the handles. The hand lengths of our study participants were significantly shorter by 9.0 mm and the finger lengths were significantly shorter by 20.6 mm compared to the pooled means. The hand breadth was not significantly different.Table 4Results from the paired t-test comparison of hand dimensions as measured in our study with the reference values used in the device development. The values in brackets indicate the respective standard deviation


	Group
	 Hand length (mm)
	Hand breadth (mm)
	Finger length (mm)

	Reference [95–97]
	186.7 (12.52)
	82.2 (7.38)
	101.5 (6.81)

	Our study
	177.7 (11.86)
	82.0 (7.30)
	81.0 (10.95)

	Difference
	− 9.0 ([image: $$p=.009$$])
	− 0.2 ([image: $$p=0.92$$])
	− 20.6 ([image: $$p&lt;.001$$])






Discussion
From clinical requirements to clinical testing
We presented the user-centered development and clinical usability testing of a novel haptic sensorimotor upper-limb rehabilitation system that leverages comprehensive somatosensory information through whole-hand haptic rendering. Based on an initial assessment of clinical requirements, we co-created our solution together with clinical personnel to maximize system usability, resulting in an end-effector-style device for a simple setup. Our robotic device consists of a commercial delta robotic base (three translational DoFs) with a custom hand module (three DoFs), providing a unique combination of DoFs that allows the training of clinically relevant functional reach and grasp movements [84]. The only adjustment required between patients is swapping the handle of the hand module. Moreover, the hand module can retract to a compact cylindrical-shaped configuration during setup while still providing full-range finger flexion/extension and thumb circumduction motion, which, to our knowledge, has not been achieved in haptic rehabilitation devices to date. To provide meaningful ecologically valid haptic rendering during reach and grasp tasks, we devised a physics engine-based approach, where we can simulate arbitrary interactions between the patient’s hand and virtual tangible objects in engaging computer games.
To evaluate the clinical feasibility of our device, we conducted a usability study with 14 end-users, comprising both therapists and patients. After an introductory session, therapists exercised with one of their daily stroke patients using our robotic system. In a mixed-methods approach, we collected quantitative and qualitative data for a comprehensive usability assessment. We identified key elements to be maintained, enhanced, or newly incorporated in our device and to be considered for future developments in the field of robotic neurorehabilitation.

Insights from the clinical usability study
The device design was perceived as well-conceived and useful
The device design was generally regarded as thoughtful and adequate for clinical upper-limb rehabilitation after stroke with minor suggestions for improvement, e.g., the addition of pronosupination movements, even though this would lead to a more complex device design. It must be noted that our device’s workspace (i.e., translational RoM) is smaller than the ones of the most comparable devices, the Gentle/G or the CyberTeam [71, 73]. However, a larger workspace would again have resulted in a considerably more complicated device as it would likely have required a mechanism to allow for roll, pitch and yaw movements of the hand module for larger movements. Our system currently provides six (or five with blocked z-axis) DoF to train realistic and complex tasks with great flexibility. This demands that patients coordinate multiple degrees of freedom during exercises, which can be challenging for patients in the initial stages of rehabilitation. Yet, finding the optimal number and choice of DoF is subject to ongoing research [116] and is likely also influenced by the impairment level of the patient [117].
Nevertheless, the therapists’ appreciation of the available DoF endorsed our design choices that followed from the assessment of clinical requirements. Our robotic device, and the hand module in particular, seems to provide a reasonable set of DoFs with sufficient RoM to allow functional grasping without abundant functionalities that would further complexify the device. The therapists’ perception that the selected DoF and RoM are appropriate also aligns with existing literature.
It has been suggested that functionally more relevant outcomes can be achieved by focusing on the rehabilitation of distal limbs [118, 119]. Given that the relative covered RoM of the hand is large compared to similar devices, while the workspace is comparably small, our device indeed slightly emphasizes distal movements. The combination of our device’s proximal and distal DoFs and their corresponding RoM is unique, warranting further investigation of its impact on therapy outcomes and skill transferability to real-life ADL.
Technology acceptance models [110, 120], suggest that the ease of use and perceived usefulness are important predictors of whether users will use a new technology when they are presented with it. When it comes to the perceived usefulness of our device by therapists, the results from different questions from the Perceived Usefulness (PU) questionnaire are mixed. It is remarkable that when directly asked if they would find the device useful in their job (question Q6, see PU questionnaire in Additional file 2), therapists’ answers were consistently very positive. However, the answers to the questions related to time savings or their performance in their job seem to be more neutral. We must acknowledge that “performance” was not further specified and was left to the participants’ interpretation. The fact that therapists do not foresee time savings compared to conventional therapy might be inherent to robotic devices that—like our device—require some sort of setup or adjustments. Yet, setting up the device took therapists, on average, less than five minutes, despite not having much practice, i.e., they only set up the examiner’s hand once before the therapy session. It is not clear if therapists also considered the potential overall time savings per patient and resulting potential increased efficiency when using our device in group therapy, as suggested by therapist T4. Moreover, note that the PU consisted of only positive statements. A low rating shows, therefore, disagreement with the positive statement, but it does not automatically imply agreement with a negative version of the statement. Nevertheless, these findings point out areas of improvement that need to be further investigated and addressed.

The system was regarded as easy to use
All three usability questionnaires (SUS) pointed to good to excellent usability from the perspectives of both patients and therapists, with median scores between 75.0 and 80.0 out of 100. As a comparison, the three-DoF HandyBot scored 76.3 overall and 85.0 for its GUI [58]. The two-DoF ReHapticKnob’s user interface scored 85.0, and its two games were rated at 76.3 and 68.8 [121]. The PLUTO with one actuated DoF and two passive DoF scored 85.0 [122]. The developers of the one-DoF ETH MIKE for finger proprioception therapy reported an overall score of 73.0. These figures illustrate our device’s competitive positioning in usability within haptic robotic neurorehabilitation devices.
The device’s good to excellent usability is further supported by the overall setup duration, which was below five minutes—our requirement for a quick setup [84]—except for one therapist who required 6 min and 22 s. We are confident that this time would be further reduced with slightly more practice. We can not compare this setup time to other haptic rehabilitation devices as this information is usually not reported in literature. Yet, we also learned from the therapists’ responses in the semi-structured interviews that the positioning of the patient with respect to the robot (or vice-versa) was not clear. We acknowledge that explicit instructions were missing and will include them in future practice.
Importantly, therapists commended our achievements in making training with the device accessible for patients with hypertonicity and spasticity through the compact handle during patient setup and the adjustable assistive forces. This observation is particularly relevant as muscle hypertonicity and spasticity are prevalent in approximately one third of stroke patients [123–125]
When it comes to the GUI, therapists’ statements revealed that the favorable usability score may partly stem from the provided logical flow, thus aligning with the Gestalt principles in user interface design [126]. The reportedly clear overall structure might have outweighed minor inconveniences like the ambiguous button labels in the settings tab. Although integrating sensor feedback in robotic therapy systems is recommended to overcome the gap between the therapist and patient’s body that robotic devices may create [127], the use of the force plot was only reported by three therapists. It seemed like therapists found it interesting but were not sure how to interpret it in the experimental patient session. Hence, a clearer design and/or enhancing user familiarity through additional practice or improved instructions could further increase the usefulness of the GUI and, thus, utilization of the robotic device’s full potential.

The robotic system and advanced haptic rendering enable functional training
High-quality haptic rendering conveys essential sensory information during object grasping and fine manipulation, potentially leading to improved motor control and learning [30, 44, 128, 129]. To quote one of the therapists in this study: “(the haptic rendering) is very important. The feedback you get is something very essential. Without this feedback, there is probably no motor rehabilitation.” The semi-structured interviews indeed revealed that the whole-hand haptic rendering was appreciated by both therapists and patients. It has been mentioned that the interactions between the hand and the objects feel intuitive and predictable. Nevertheless, it was pointed out that the difference in the haptic effects during the grasping of the different liquid dispensers could be more accentuated. It could indeed be useful to make the intensity or characteristics of the haptic effects—such as the stiffnesses and viscosities in the cocktail bar game—explicitly adjustable by the therapists to better suit the individual patient’s level of sensorimotor impairment.
Interestingly, one patient (P2) who was not able to perform a complete self-initiated opening of the hand discovered that it was possible to only partially open the hand and then press the fingers against a virtual object to assist the hand opening. It is important to highlight that this does not fall under haptic guidance as encountered in literature [130, 131]. Instead, our haptic rendering provided the user with close-to-realistic (although we do not claim complete realism) congruent visuo-haptic sensations to encourage naturalistic self-initiated hand-object interactions during reaching and grasping. The aforementioned example raises the question of whether and how training tasks with such whole-hand haptics could increase the transferability of the skills learned in robotic interventions to relevant skills for real-life ADL tasks.
Related to transferability and naturalistic interactions, the 
desire for auditory feedback was brought up in the  interviews. Although auditory cues were already requested in our initial requirements assessment [84], we did not integrate this into our game because we wanted to avoid too many components at once in this first usability study. However, as it was requested again in the semi-structured interview, it should be considered in future developments. Indeed, following the multiple-resource theory [132], multi-modal sensory information can increase motor performance [77, 133]. However, such a feature should be optional as the provision of audiovisual multi-modal information in an already cognitively demanding situation—in stroke rehabilitation, depending on the individual patient’s abilities—can also undesirably excessively increase the cognitive workload [77].

The virtual training tasks are highly enjoyable
The high IMI Interest/Enjoyment score of 6.3 out of 7.0 and the positive feedback of the patients regarding the games indicate that the patients’ experience not only with the robot but also with both games was enjoyable. A similar conclusion was drawn by Colombo et al., who found an IMI Interest/Enjoyment result of 6.0 in their robot-assisted rehabilitation game [20]. The general enjoyment of the games is further supported by the fact that the majority of patients played the games for the full ten minutes. The short gameplay of patient P6 could likely be explained by the patient’s reported experience with virtual environments, robotics, and haptics due to his experience in building virtual reality racing simulators. The quick understanding of how the rehabilitation system works may have led to the decision to discontinue the games after a few minutes despite the positive feedback and high interest that P6 reported during the subsequent interview.
An exception to this was patient P3, who communicated a general dislike of computers and computer games. Although it is tempting to ignore such fundamentally technology-averse attitudes, they must be considered when designing technological solutions with equal access to all. Further research is needed to understand how robotic rehabilitation can be made accessible and enjoyable also for patients with low computer and e-health literacy. This also highlights the importance of personalization (and adaptation) in robotic neurorehabilitation. It has been shown that the human-robot interaction and the resulting motor performance in virtual sensorimotor tasks are modulated by personality traits [134]. While therapist T2 praised our games—“The games have the advantage of having something appealing for all generations.... It is good that the games are repetitive, but still always change a little while playing”— further personalization of the games and haptic effects might be required to unfold the full potential of our therapy system.
Finally, we also observed a tendency for increased focus of the patients as the therapy session progressed, potentially entering the state of flow—i.e., full involvement in the activity to the point of forgetting their surroundings [135]. Therapists corroborated this observation, yet further investigation with flow questionnaires will be required to validate this [136]. If such an increase in patients’ focus on the game rather than their own bodily movements could be confirmed, a positive impact on motor learning outcomes due to the increased external focus of attention and motivation can also be expected according to the OPTIMAL theory [137].

Designing for large ranges of motion for diverse hand shapes is a challenge
One of the main identified usability issues is that the patients’ fingers tended to slip out of the fingertip fixation. In our hand module, the fingers are not fixated on the device between the MCP joint and the distal segment, enabling our device’s distinct characteristics, such as the compact handle during setup and the large RoM, without the complicated adjustments of a hand exoskeleton design. This leads to an inherently increased risk of the fingers slipping out of their fixation compared to a design where each finger segment is fully constrained. However, even authors of comparable devices with smaller RoM also reported similar issues when working with stroke patients, highlighting the challenge of finding the right compromise between usability, RoM, adjustability, and ease of setup [121].
Related to this, we observed a preference for smaller handle sizes and that participants’ hand dimensions were generally shorter than anticipated during the design phase. There are multiple possible explanations for these observations: i) Although we used the same anatomical landmarks as Garrett [96, 97] and Buchholz [95], we might have introduced measurement errors. Especially the measurements of the finger length in our study could be prone to errors since Buchholz measured from the MCP joint center, which is not easy to locate in vivo. ii) The scaling values that we used to compute the finger lengths in the design phase were derived from only six cadavers by Buchholz and may thus lack the reliability that would have been needed for our application. iii) The hands of our participants were indeed shorter than the average reported by Garrett. Although i) cannot be excluded, it is likely that we overestimated the finger lengths during our development due to ii), leading to an overall increased risk of slipping out of the finger fixation, which was then further aggravated by iii). Consequently, participants naturally tended to choose smaller handles to partially counteract this issue.
When it comes to the thumb flexion/extension, we observed that it was only minimally used by the participants. We acknowledge that the chosen mechanism with the circular approximation of the thumb tip path during flexion/extension is indeed sub-optimal for larger thumb flexion/extension movements as the corresponding thumb tip path is insufficiently approximated [85] and thus restricted the RoM in software. However, humans also tend to first align their hand with respect to the thumb during reaching and then move the fingers with respect to the thumb [138, 139]. This—in combination with the absence of negative feedback on the thumb flexion/extension—indicates that the ultimately available RoM might still have been sufficient and adequate.


Study limitations
Our study also has some limitations and shortcomings. First, in the scope of this study, it was not possible to assess the effect of our device or haptic rendering algorithm on sensorimotor (re)learning in stroke patients. Although our conclusions are based on professionals’ opinions, the transferability of our haptic exercises to ADL remains thus speculative. A longitudinal study will be required to make well-informed statements about the effects on skill learning and rehabilitation outcomes when training with our device and whole-hand haptic rendering.
Another limitation of our study is the lack of standardized assessment of the participant’s sensorimotor ability (e.g., Fugl-Meyer, Barthel-Index, or box and block test), which would have given us a first indication regarding the range of disabilities for which our system might be suited. Moreover, assessment of the participants’ hand spasticity would have allowed a more informed discussion of the compact cylindrical handle during setup. Unfortunately, such additional assessments were not possible due to constraints in the clinical routines.
We can assume that we identified the major usability issues with a total of 14 participants interacting with our system, as it has been shown that five participants allow detecting approximately 85% of usability problems, and studies with ten participants cover approximately 95% on average [140]. Nevertheless, the thoroughness of the usability evaluation could have been further improved by also recording and assessing the therapists’ behavior and interaction with the system objectively and in finer granularity. This could, for example, be achieved through eye-tracking or video recordings without substantially prolonging the experimental sessions [61, 141, 142].
Finally, another limitation of our development is that we could not perform formal intermediate testing with patients during the development, as we were legally bound and did not have ethical approval for the prototypes. For future developments, we highly recommend an approach where intermediate prototypes are to be admitted by the responsible ethical committee for testing with patients. Yet, significant design modifications between iterations may necessitate amendments or re-submission of the ethical application, introducing time-consuming administrative processes. If the field of robotic neurorehabilitation aims to bring deeply user-driven designs into clinical practice, addressing this challenge in future developments is essential. On the same note, in retrospect, we would embrace a more standardized method in performing the co-creation sessions, like the think-aloud method [143] or the cognitive walk-through method [144].

Future work
Our next step is to address imminent usability issues of our system such as the fingertips slipping out of their fixation or the ambiguous adjustments of the assistive forces. Moreover, the integration of our device with stereoscopic visualization (e.g., with a head-mounted display [106]) could enable the full utilization of the z-axis for 3D movements. In terms of software, we will also further improve the robustness of our physics engine-based haptic rendering approach, e.g., through formally derived stability criteria.
In future work, we also aim to investigate the efficiency and long-term effectiveness of whole-hand sensorimotor training. Thereby, the investigation of the long-term transferability of skills learned in whole-hand interactions in virtual environments to ADL with healthy and, more critically, stroke patients is essential. The long-term transfer of sensorimotor skills acquired through robotic and virtual training tasks to real-life tasks is generally not well investigated yet [145, 146]. However, our newly developed system promises to be a pivotal tool for such investigations as it has the potential to alleviate the persisting gap between the complex dynamics of real-life objects and simplified dynamics of virtual objects during reach and grasp tasks [147].
A related aspect to be further investigated is the design of virtual therapy games. In robotic rehabilitation, games often mimic situations of ADL, such as cooking, cleaning, or gardening [26, 148], even though these activities might not actually be motivating for all patients [149]. This motivates the development of games that are not directly related to ADL, but still mimic movement patterns and somatosensory information during common ADL involving reaching and grasping. While we completely abstained from visually replicating ADL, other studies suggested using a mix of ADL-related tasks with enjoyable and fun games [128, 150]. It remains, therefore, to be investigated how mirroring only the sensomotoric experience of ADL—particularly with systems like ours that provide naturalistic haptic interactions—affects motivation and therapy outcomes compared to exercises that also visually resemble ADL. Ultimately, this might also be governed by the patient’s personal preferences and personality traits [134].
Alongside the development of personalized games and haptic effects, the development of automatic assistance (e.g., guidance-as-needed [151]) or difficulty adjustment algorithms presents another direction for future research. For this study, we only implemented a manually adjustable constant-force assistance for each DoF to not confound the usability of our system by the potential interference in the perception between the haptic rendering and the adaptive assistance. In future studies, the device could be equipped with skin stretch actuators [152, 153] that target different mechanoreceptors to mitigate this and better differentiate assistance from haptic rendering. While various sophisticated assist-as-needed frameworks have been suggested recently [154, 155], the optimal assistance framework for our system still needs to be defined as the interaction of high-fidelity haptic rendering and assistive forces should be considered [30]. Based on our experience from this study, it will be particularly important to not only automatically adjust the assistance and game difficulty in an optimal manner but also to account for therapists’ online inputs in such algorithms.

Conclusion
Based on clinical requirements, we developed and tested a novel upper-limb rehabilitation system that allows for naturalistic hand-object interactions in virtual training tasks. Our development compromises a robotic device, algorithms for haptic feedback, two games designed for haptic rehabilitation, and a graphical therapist interface. Our device is one of the first to enable the training of reach and grasp movements with meaningful haptic information on fingers, hand and arm.
To test the feasibility of therapy with our system, we performed a clinical usability study with seven therapists and seven stroke patients. We found a high appreciation of the haptic information that was conveyed through the training from both therapists and patients. The main issue that we identified was that the fingertips of some patients tended to slip out of the device. When we compared patients’ and therapists’ hand dimensions with our assumptions based on anthropomorphic databases during the development, we found that the participants’ hands were smaller than anticipated, contributing to this issue. Nevertheless, the games, the robotic device, and the graphical user interface were generally perceived as well-thought.
We believe that this kind of device can provide patients access to clinical robotic interventions with meaningful, diverse, and naturalistic haptic sensations. Such devices have the potential to increase the transferability of skills learned in virtual exercises to ADL. This might finally enable robotic rehabilitation to unfold its full potential, improve the efficacy of neurorehabilitation in the face of the upcoming challenges from expected staff shortages and rising stroke prevalence, and improve the lives of stroke patients.
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